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Abstract

In this talk, we consider the intermittency of the globally coupled chaotic maps (Kaneko,
1990). In a certain parameter region, this system exhibits intermittency, a nonlinear phe-
nomenon in which it switches between periodic-like and chaotic states. Mierski and Pilarczyk
(2025) proposed a method to detect attractor ruin in intermittent trajectories using a clus-
tering algorithm. However, the details did not show the property of the phenomenon. We
report the distribution characteristics of the residence time during the intermittent phase.
In particular, this system exhibits, in a sense,“ strong” or“ weak” attractor ruin, and
we discuss the possibility that the domain of initial values can be classified based on the
dynamics on these attractor ruins.

1 Introduction

Nonlinear phenomena, including chaos, commonly emerge in complex systems such as neural
networks [20], ecological networks [11], chemical oscillators [15], laser systems [22], and climate
networks [3], and understanding these phenomena remains an important challenge across mul-
tiple disciplines.

Kaneko introduced a discrete dynamical system called the globally coupled map (GCMs)
as a simple model for high-dimensional chaotic coupled systems [6]. Classically, dynamics were
investigated from a clustering viewpoint using an indicator called the effective dimension, cor-
responding to the number of clusters at an affective precision [5, 7, 8, 9, 13, 1]. Analytically, for
example, Maistrenko et al. have shown the stability of periodic cluster states [18, 17, 16, 19, 12].

In particular, it is well known that intermittent behavior occurs in specific parameter regions
of GCMs. GCMs have parameter regimes known as the glassy phase, in which supertransients
are observed, and the intermittent phase, in which intermittency occurs. In the glassy phase,
analysis of the the effective dimension reveals periods of temporary low-dimensional stability
between supertransitient events. The phenomenon in which a system irregularly alternates
between chaotic high-dimensional states and metastable low-dimensional states is referred to
as chaotic itinerancy [21, 10]. This behavior is regarded as a universal phenomenon in high-
dimensional dynamical systems and has attracted considerable attention.

However, in the intermittent phase, the effective dimension remains largely unchanged, mak-
ing it difficult to distinguish between the laminar and burst phase of intermittency. This limi-
tation left open the question of how to interpret the low-dimensional states, known as attractor
ruins.

Recently, Mierski and Pilarczyk proposed a method using the hierarchical clustering algo-
rithm, Hierarchical Density-Based Spatial Clustering of Applications with Noise (HDBSCAN
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[2]), to identify attractor ruins from intermittent trajectories [14]. They examined whether the
transitions between attractor ruins revealed by clustering constitute chaotic itinerancy through
statistical tests.

Nevertheless, they did not investigate quantities such as residence time distributions, which
characterize the durations for which trajectories remain temporarily trapped in metastable states
and are central to intermittency analysis.

Therefore, we investigated the residence time distribution, focusing particularly on its power-
law strength. Specifically, we generated finite-length trajectories using a computer and examined
their properties. We found that, depending on the initial conditions, the power strength can
depend on the length of the trajectory.

The structure of this paper is as follows. Section 2 briefly introduces the model and its
main characteristics. Section 3 outlines the clustering-based method proposed by Mierski and
Pilarczyk. Our main results are presented in Section 4, and Section 5 provides concluding
remarks.

2 Model

GCMs is the high-dimensional dynamical system coupled chaotic elements, and it is defined
as follows:

xt+1(i) = (1− ε)f(xt(i)) +
ε

d

d∑
j=1

f(xt(j)), i = 1, 2, · · · , d

f(x) = αx(1− x), xt = (xt(1), . . . , xt(d)) ∈ Rd, t ∈ {0} ∪ N, (α, ε) ∈ R2.

This represents a general parameter setting; hereafter, we strict (α, ε) ∈ [0, 4] × [0, 1] and
consider the phase space to be [0, 1]d, in accordance with the properties of the logistic map.

When x(i) and x(j) satisfy |x(i) − x(j)| < δ, they are considered to be synchronized with
accuracy δ and thus belong to the same cluster.

It is known that the stability of the cluster state depends on the coupling strength ε and the
nonlinearity α, and the parameter region is classified as follows depending on the dynamics of
the dynamical system:

• Coherent phase : On the strong coupling strength and the weak nonlinearity parameter,
the system converges to a fully synchronized state (coherent state), and the model behaves
as a one-dimensional (logistic) map.

• Ordered phase : The system converges to a state of some number of clusters. In other
words, GCM can be viewed as a low-dimensional dynamical system. Furthermore, the
dynamics are periodic. It is also known that the final cluster state changes depending on
the initial conditions.

• Glassy phase : It is known that in the region corresponding to the critical curves of
the blowout bifurcation and Hopf bifurcation, the transient process depends heavily on
the initial conditions. In particular, a phenomenon called a supertransients, which is an
extremely long transient state, is observed.

• Turbulent phase : For strong nonlinearity and weak coupling, the system does not
synchronize across all elements x(i). Strictly speaking, however, the turbulent phase region
contains interspersed bands of other phases, such as periodic windows.



• Intermittent phase : This parameter region corresponds to the destabilization of the
periodic state observed in the ordered phase, leading to repeated irregular transitions
(intermittent behavior) mediated by chaotic states. An example of an orbit is shown in
Figure 1.

Figure 1: Example of an orbit in the intermittent phase. The parameters were set to d = 10,
α = 4.0, and ϵ = 0.213, with initial conditions x0 sampled uniformly from [0, 1].

3 Method

In this section, we present a clustering-based method to distinguish, in a certain sense, low-
dimensional states from chaotic high-dimensional states using a given orbit {xt}. The method is
extremely simple: plot a single orbit in phase space and cluster it as a point cloud. Specifically,
we apply HDBSCAN to the point cloud obtained from the orbit. HDBSCAN is an optimization
algorithm that extracts dense regions within data as clusters, excluding outliers and noise as
the remainder. It features only one hyperparameter, called the minimum cluster size, and does
not specify the number of clusters like k-means clustering.

Mierski and Pilarczyk represented transitions between clusters using transition matrices after
clustering. They then reconfigured the clusters from a periodicity perspective by observing these
inter-cluster transitions. In other words, the low-dimensional state here corresponds to periodic
dynamics.

As an example, Figure 2 shows the entire orbit {xt} in phase space together with the results
of reconfiguring clusters using HDBSCAN, where clusters are indicated by colored points and
residual noise by gray points. Following previous work, the clustering hyperparameter is set to
M = 300.

Figure 3 shows a diagram of these clustered points arranged in a time series for each cluster.
Mierski and Pilarczyk examined representative values for the residence time in each attrac-

tor ruins and noise series. After applying modifications to the series based on these values,
they tested for autocorrelation, non-stationarity, and randomness using the Ljung-Box test,
augmented Dickey-Fuller test, and O’Brien-Dyck runs test, respectively, to determine whether
chaotic itinerancy was occurring.

In the next section, we show that in the intermittent phase, the residence time distribution
follows a power-law distribution, and that its power depends on the initial conditions and the
length of the observed orbit.



Figure 2: The clustered orbit where
d = 10, α = 3.8, and ε = 0.213. In this
case, they are classified into 8 clusters.
Note that this figure projects onto a
plane defined by the first and second
coordinates.

Figure 3: The upper panel shows the time series of
the orbits themselves; for clarity, only the first co-
ordinate is displayed. The lower panel presents the
time series corresponding to each identified cluster.

4 Main Results

Let be M = 300, system size d = 10 and length of orbit N = 200, 000. The nonlinear
parameter and coupling strength are set to α = 4.0 and ε = 0.213, respectively, corresponding
to the intermittent phase.

Figure 4 is the residence time distribution for each classified cluster. Figure 5 is the residence
time distribution for all clusters. In other words, it is distribution obtained by summing the
frequencies for each residence time in Figure 4. This result suggests that the residence times
follow a power-law distribution. That is, it indicates an extremely high number of short stays
in each cluster and a small number of long stays. The power (orange line) when viewed as a
power-law distribution is −1.504 · · · . Note that this line was obtained using linear regression
based solely on data for small residence times.

While the results in Figure 5 pertain to a single orbit {xt}, it is interesting to examine how
this power changes with the initial conditions. Next, we present the results of investigating the
dependence of the power on the initial conditions and the observation time (length of orbit).

Figure 4: The residence time distribution for each
clusters where d = 10, α = 3.8, and ε = 0.213.
Each color corresponds to the respective time series
in Figure 3.

Figure 5: The residence time distribution
for all clusters. The power (orange line)
when viewed as a power-law distribution
is −1.504 · · · .



Figure 6 shows the power-law exponents of the residence time distributions obtained by
applying clustering each orbit for 1,000 randomly sampled initial conditions. The orbit length
T was increased in steps of 5,000 from 100,000 to 200,000.

For most initial conditions (95.5%, shown in blue in Fig.6), the power exponent lies between
-1.75 and -1.25 and essentially independent of the orbit length, suggesting slow convergence.

In addition, a small fraction of cases (1.8%, shown in orange in Fig.6) exhibits smaller power
exponents that are also independent of the orbit length. These cases are characterized by the
absence of long residence times, indicating that the attractor ruins identified by clustering are
“weakly” stable in a certain sense.

Furthermore, cases in which the power exponent gradually increases with the orbit length
were observed (1.2%, shown in green in Fig.6). For short orbits, “weak” attractor ruins are
detected (see Fig.7), whereas sufficiently long orbits reveal attractor ruins that attract most
initial conditions (see Fig.8). The data are classified into 11 clusters and noise in both cases.
However, examining the cluster transitions reveals that after approximately 110,000, some states
cease to appear, leaving only a limited set of states. In other words, a phenomenon analogous
to supertransitions emerges in the perspective of clustering.

Finally, a small number of initial conditions (1.5%, shown in red in Fig.6) exhibit a strong
dependence of the power exponent on the orbit length, accompanied by a clustering phase
transition.

Figure 6: Dependence of the power exponents on the orbit length T for 1,000 different initial
condisions. The parameters are set to d = 10, α = 4.0, ε = 0.213, and M = 300.

5 Conclusion

In this paper, we identified attractor ruins appearing intermittency in GCMs using clustering
methods. We characterized the distribution of residence times in these attractor ruins using
power-law exponents and showed that this distribution depends on both the initial conditions
and the observation time. Specifically, we suggested that initial conditions can potentially be
classified into four patterns based on the power-law exponent.

1. The power exponent lies between -1.75 and -1.25 for most initial conditions (95.5%, shown
in blue in Fig.6).



Figure 7: Clustering result for orbit length
T = 100, 000 (top) and clustering transitions
(bottom). the power at this case is −1.831 · · · .

Figure 8: Clustering result for orbit length
T = 200, 000 (top) and clustering transi-
tions (bottom). The power at this case is
−1.630 · · · .

2. The smaller power exponents that are also independent of the orbit length (1.8%, shown
in orange in Fig.6).

3. The power exponent gradually increases with orbit length were observed (1.2%, shown in
green in Fig.6).

4. The strong dependence of the power exponent on the orbit length, accompanied by a
clustering phase transition (1.5%, shown in red in Fig.6).

In particular, for the first case, the average of the power-law exponent at an orbit length of
T = 200, 000 is approximately −1.457. This value is close to the exponent −1.5 characterizing
the laminar residence-time distribution in on-off intermittency [4], which has been suggested
to be related to chaotic itinerancy in GCMs. From this perspective, our results may provide
numerical evidence that chaotic itinerancy in the intermittent phase of GCMs originates from
on-off intermittency.

Nevertheless, the underlying mechanism and related details remain unclear and require fur-
ther investigation. Moreover, analyses based on clustering methods face practical limitations, as
their application to high-dimensional systems is computationally demanding. Resolving these
issues is essential for improving our understanding of high-dimensional dynamical systems and
constitutes an important challenge for future research.

Acknowledgement

This work is supported by JST SPRING JPMJSP2119 and AMED 25wm0625325h0001.



References

[1] G. Abramson. Long transients and cluster size in globally coupled maps. Europhysics
Letters, 52(6):615, 2000.

[2] R. J. Campello, D. Moulavi, and J. Sander. Density-based clustering based on hierarchical
density estimates. In Pacific-Asia conference on knowledge discovery and data mining,
pages 160–172. Springer, 2013.

[3] P. Cessi. A simple box model of stochastically forced thermohaline flow. Journal of physical
oceanography, 24(9):1911–1920, 1994.

[4] J. Heagy, N. Platt, and S. Hammel. Characterization of on-off intermittency. Physical
Review E, 49(2):1140, 1994.

[5] K. Kaneko. Chaotic but regular posi-nega switch among coded attractors by cluster-size
variation. Physical Review Letters, 63(3):219, 1989.

[6] K. Kaneko. Clustering, coding, switching, hierarchical ordering, and control in a network
of chaotic elements. Physica D: Nonlinear Phenomena, 41(2):137–172, 1990.

[7] K. Kaneko. Information cascade with marginal stability in a network of chaotic elements.
Physica D: Nonlinear Phenomena, 77(4):456–472, 1994.

[8] K. Kaneko. Dominance of milnor attractors and noise-induced selection in a multi-attractor
system. Physical Review Letters, 78(14):2736, 1997.

[9] K. Kaneko. On the strength of attractors in a high-dimensional system: Milnor attrac-
tor network, robust global attraction, and noise-induced selection. Physica D: Nonlinear
Phenomena, 124(4):322–344, 1998.

[10] K. Kaneko. From globally coupled maps to complex-systems biology. Chaos: An Interdis-
ciplinary Journal of Nonlinear Science, 25(9), 2015.

[11] K. Kaneko and T. Yomo. Cell division, differentiation and dynamic clustering. Physica D:
Nonlinear Phenomena, 75(1-3):89–102, 1994.

[12] Y. Maistrenko and A. Panchuk. Clustering zones in the turbulent phase of a system of
globally coupled chaotic maps. Chaos: An Interdisciplinary Journal of Nonlinear Science,
13(3):990–998, 2003.

[13] S. Manrubia and A. Mikhailov. Very long transients in globally coupled maps. Europhysics
Letters, 50(5):580, 2000.

[14] N. Mierski and P. Pilarczyk. Analysis of the chaotic itinerancy phenomenon using entropy
and clustering. Phys. Rev. E, 112:054223, 2025.

[15] Q. Ouyang and H. L. Swinney. Transition from a uniform state to hexagonal and striped
turing patterns. Nature, 352(6336):610–612, 1991.

[16] A. Panchuk and Y. L. Maistrenko. Stability of periodic clusters in globally coupled maps.
Nonlinear Oscillations, 5(3):326–337, 2002.

[17] O. Popovych, Y. Maistrenko, and E. Mosekilde. Loss of coherence in a system of globally
coupled maps. Physical Review E, 64(2):026205, 2001.



[18] O. Popovych, Y. Maistrenko, E. Mosekilde, A. Pikovsky, and J. Kurths. Transcritical loss
of synchronization in coupled chaotic systems. Physics Letters A, 275(5-6):401–406, 2000.

[19] O. Popovych, A. Pikovsky, and Y. Maistrenko. Cluster-splitting bifurcation in a system of
coupled maps. Physica D: Nonlinear Phenomena, 168:106–125, 2002.

[20] I. Tsuda. Toward an interpretation of dynamic neural activity in terms of chaotic dynamical
systems. Behavioral and brain sciences, 24(5):793–810, 2001.

[21] I. Tsuda, H. Fujii, S. Tadokoro, T. Yasuoka, and Y. Yamaguti. Chaotic itinerancy as a
mechanism of irregular changes between synchronization and desynchronization in a neural
network. Journal of integrative neuroscience, 3(02):159–182, 2004.

[22] H. G. Winful and S.-S. Wang. Stability of phase locking in coupled semiconductor laser
arrays. Applied Physics Letters, 53(20):1894–1896, 1988.


